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THE LANSCE SOFTWARE MANAGEMENT ENVIRONMENT

Steve Donahue and Gary Cort
LCSAkmos National Laboratory

Los Alarnos, New Mexico

We pcsent the daails of an innovative software managementenvironment impkmente.d
to address life cycle software support requirements at the Los Alamos Neutron
Scattering Center (LANSCE). The syqtem provides an automated configuration
management fkamework within which all software development and maintenance
activitic3am performed.

The LANSCE cavimnment providcaa comprehensiveconfiguration management (CM)
systembased upona commercially available CM tool. The CM component ensuresthe
integrity of all LANSCE application software, automatically performs status
accountingoperations,and providesa flexible automated fiwility for rebuilding residemt
software components and restoring them to the baaeline. It employs high-level data
structuresboth to adtanee signif~tly the level of automation thatcan be achieved and
to provide extensive, integrated suppoftto tlw software development community.

We discuss the aoftvvti managcmwntphihophy that led to the development of the
LANSCE environment on programmer productivity,system integrationand software
mmig-t effectiveness,

TN’f’RODucTxoN”

The Los Alamos Neutron S&terittg Center (LANSCE)
presents unique challenges to the development,
rnaintcnance,and martagcmwntof the IMware upon which
it reli~ i%r its operation. The LANSCkI mission ic to
provide a state-of-the art neutron scattering facility to
suppcrt forefront experiments in the disciplines of physics,
chemistry, materials science, and biology for an
internationalcommunity of users.

‘IM computa support required to acwmptish this mission
is formidable. Each of the six neutron mattering
instrumentsis supportd by an identical, IccaUy+vekpcd,
high-speed data acquisition computer that is capable of
processingin excessof 2 million neutron scatteringevents
per second, Additionally, each instrument has the
exclusiveuscofa dedicatedmkroVA% IW’X wcxkstatbn
to interface with the custom hardware, manipulate and
displayds~ and perform furthw analysiaand Mnentent of
the experimental rcsuita. These systems reside on a
basebandnetwork that allows them to communicate with
each Otk ss WCII M With LANSCE SU~rt COmpUWE for
data analysis, data archiving, softwttre dcvclopmcnt,
software configuration management, and network system
managcmerw

The LANSCE Software Section is responsible for the
development, maintenance, operation, and management of
all compulcr soflwarei required to suppurt the.sesystems,
Ibis software is ncxcwrily mission-criticul in nnturc, Ilc

LANSCE duty cycle specifics six months of virtually
uninterrupted operation followed by six months of
maintenance and preparatb] for the next operation cyck,
Coupled with the facts that the LANSCE rwtron beam is
exceedingly expensive to produce, that a LANSCE
ackntist may have available only several hours (achedukd
months in advance) to complete an experirrten~ as well M
the significant expense incurred in sample preparation and
travel to the LOWE faci]ity, SOftW81Wfaihre that resuhs
in instrument unavailability has serious scientific,
economicand political consequences.

Aa a result, the capability to certify the furtcthnality of all
LANSCE aoftwam and to gumarttee the integrity of all
certif@d software cornponenthis crucial to the viability of
the LANSCE facility, Our approach has been to insdtum
a rigorous and comprehensive software development
methodology basal upon sound software en~inecring
principles, to test exhaustively and formally uII software
prior to certification, and to implement a software
management strategy that addresses the four classical
aspects2 of software configuration managcmcm”
Configuration Identification, Co, ~figuration Control,
Configuration Status Accounting and Configuration
Auditing,

Whereas most Iargc projects can devote significant
rwources w the supportof suchan approach, the LANSCI?
Software Section is able to bring only very Iimitcd
resources to bear, ‘1’hcsection comprises onc murmgcr,



three full-lime software engineers, several part-lime
programmers,and a part-time Cordigurm.ion Manager. No
sepanue organizations exist to provide quality assuranm or
software management support. All aspects of the
developmen~ maintenance, ccaifrcation and managcmcnl
of the LANSCE software arc the rcsponsibitity of tie
memks of the software wxtimt

The Iargc amounl .~f software to be managed further
complicates the si[uaticm. Existing software cc nprises
more than 2000 source cmlc modules organizd inlo
approximately 200 distincl computer programs and
approximately 150 Iibfary modules. I%c entire system is
=timatcd al reughly 254),(KMIlines of source cock with an
additional 7S0,tXXl lines of supponing ckxumcnlatiom.

FuI-IJwrmorc, cmImccrnmls and new developments ~
cx~td to incrcm%“ the size of t.hc Systcml Ihrccfofd over
the ncxl five yeals.

For such a srnatl sccticm to &at effectively with’so targc a
Soflwarc Systcan, w require mclhocblogks that arc highly
automated d that im~ extrcmly b Ovcsheads m m
prceious personnel rcaourcu. Prcvkus papUY3-7 have
prcscntcd our mlutions in the software devcfopmcmt and
ccrtikarion arenas. This vti dc.s3&a the ●utomated
high-performance software ecmfiguration mmagc.mcnt
(SCM) syatcm ~al wc have impkmcmtcd to suppcm the

~-~ f~

THX LANSCE SOFTWARE ENGINEERING
ENVIRONMENT

Al LANSCE, software is developed aeeording to an
evolut.ions.ry, Iifo-cyck methodology that cmphasizu
rigorous stdaduuM

,,
Strkl modularity, WqldMSive

documcntalial, h Cxhkutk formal Wing, As part of
any devclopnenl (W mdntananca) cycle, each of four
basclina is developed in acqucnec: lbc spaificatkm,
prclimirary dcaign, W.a.ilcd &sign and imple.nmmatiom
basclinca. Each baseline consists of well-defined
eompcmcrma, all of whkh must b uunplad and ccrtifmd
prior tosta.ftd Work(Ml thor@Xl bdilmin thaslcquanc8.
Bascfino cdfkadou is W msporuibif.ity of tho LANSCE
Configuration Control Board (CCB), which reviews
extcnsivoly -h badlne fw canplounc.sa, cornpli.anrx
wilh facility standda, ml furdonality.

The CCB exwts a poworful influcnco on the cortduet of
.Mwaro dmolopment at LANSCE. Compdacd of all of
t.hcmembers of h Softwaro Scd.km, M well u a u~r
(scic.du) reprcacntalivo, tk (2CB conducts Indcph pow
reviews to asacas t.ho kihoront quality of ●ll softwaro
bdincs, t.bcm.by exercising c.ompklo W.hodty over tk
software ccrt. ifica[lon pwsY. The role of the CCB,
however, enccrmpasscs a much wdc-r xopo than software
peer reviews. The CCB has reaponaibility for ●Ahorizing
nny and all changes to Ihc LANSCE software rnystcm,
This reqmndblllly extends to cvaluat.lng work roqucsts,
granling acccsn to ccrllfki software for modificalicm or
cnhanccmen[, ard authorizing software rebuild w rebadlnc
aclivi[ics as WCII as the previously describe-d sof[warc
ccrlifica[ion du(ics, Consequcnlly, ckcisions that may

impact lhc overall llegrily of the LANSCE software
system arc mack by M CCB, rahcr than by any individual
(kvctcqXY.

As an example of the system in opemtion, consider a
lypical softwnrc maintenance (bug fix) cycle. The cycle
begins with the rceei~ by the Conf_rgr.rrmiomManager of a
user-genexwcd Di.wqancy R@ (DR) that descritxs the
pmbkrn. The DR is submitted to tic CCB al its next
meeting, where il is msigncd to an analysl for cvalual.ion.
The anafys[ determines whcdwr tl’w DR has merit (e.g.
whether t.bc problem is repealable) and the scope of the
rcxquircd rcmdial effort, ir.eluding identification of which
modules of the affcetcd computer program require
modification. The CCB then prioritizes the DR and
authorizes the release of the affccld modules 10 a

~.

Upon receiving authorization rrom tic CCB, the
Configuration Manager ini!iatcs the release process.
Source eodc is rckascd to tie dcvebpcr only for tho5c
modukd that rquirc mculifb. @*t moduks ●n
made availabk fcx the rcrnaindcx of the software. This
fxdicy guaramca W no unaulhoti w inadvertent
changes arc made to modules that do not require
modification. In addition, the developn is not
OV*hllCti by ~ IIMSS Of MUIU UMiC tbt iS hTOkV811t to

Ihclask*harrd.

The developer Lhcn prrxcads to update the relevant
kcl.kaamording tothcreq! lircmwlts oftllowa-kroquca
For mamplo, if k DR roaufu in ● change in aof!warc
rcquircmcnu, the apeiflc.adon baseline is updatcxl firs~
followed by Chalgcs (as rclqulfcd) to the @ldnary design,
detailed design and impkrnentdon baaclirw. &h
baseline is reviewed upon completion by the CCB,
atthough for particubly simple m~ks the CCB may
rcphe this acrka of revlcws with a single rcviow at
mrnpkti of work.

A mmprchcnaive sulk of soflware umls is furnhixd the
developer to assist in all aqmcta of the aoftwaro repair
Kthhy. Toofa aro availablo to support ho modification
Ofthc dcwrlmentatkm M ec4nfXl@3sall mtlwwro wines.
AdditkXlal tools strcarnlino d-m proaas of rrnrnpifhg and
mlln.king tho aoftwaro system so that It ia unncaaaaq to
ckvckp eontpkx canmand pu.cdums IJ perform thCM
mumlanc ti.

The capabilhy Is also ~idd fcx the dovdopcr to make
available uncdkf (preroh) varsbna of tho repaired
mflwarc to a aubsct of uac9s witbcmt Irq3WAng the overall
user cofnmuni[y, This fadlity h @culc.rly useful for
Implcmcntlng cmorgcncy fixes or enhancomorus dra[
impact only a small nunibcr of users, For cxa.mpk, a user
may cmcmntcx a need icwa pm-thdar wk~ cnhanumcnt
to canpktc MI c~pcrimcnt sucmssftdly, The enhanccmcm
may bc O( no intcrm to anyone else In the user
community, but Is crucial 10 the uacr who requested h. In
such a simek-m, W impkmcr)ting dcvcbopcJ may make an
uncertified probahmry vcmion of the cnhamxd mflwwn
available al any time, IIIc probadonnry version then
bcc(nnm the default version for any umr who rcqu~~u It by



cxmuiing a spxbl command. ITIC remainder of lhc user

community continues to usc (hc previously cmificd
Vcrskm.

Up completing the maintenance activity and any unil
tcs(ing, lhe dcvclopcr Uansfcrs the sof[ware [U S!’I

independent tc~ environment lhal is isolated from rhc
cnvironmeru in which tie maintenance was performed.
Formal integration testing is performed in lhis
cnvircmmcnl and if ail tcst9 arc pas.=d, he implmawahn
basclim, which includes the ES( procedures and test
results, is com@luJ therefrom arKI &livcmd to k CCB for
k Accqnmw Review.

If the compfeld aoflwarc (impkmcntakm baseline) is
cetificd by the CCB, tic Configumtion Manager is
notifddlalth cxdlwarccanpmcmlsmaylx rcdmilscdto
the secure t3Wh’WIIWIL Extm’nc care is taken 10 ensure

Lhal only those components Lhat were rehsed fof
modifaion we rdmittcd. At this time, the rc@rod
mfkwarc is inmgnted inlo the LANSCE al*cnL w
previously cutlfii version is supmcded by dw new
vusim d the ncw mrtifraf version is rnwk svailabk fa

-~

THE ROLE OF SOFfWARE
CONFIGURATION MANAGEMENT AT

LANSCE

h in & - of mcmeccmvcntionafly organizd large
projects, the comprehensive nature of our ~ftware
engineering methodology requires that the SCM effat
serve as the focal poinl of ●ll LANSCE software
(kvc.i_ aclivilks. ~f(xc, the SCM effort KliVCiy
participate: h the management of all phases of the
software W*L mtha dun rcstricl.ing ils scope (0 mere
xmrcc cak control. The prcernincrw of the CCB, our
primary SCM entity, in controlling the evolution of all
LANSCE software p’ojccts, is one manifamt.ion of this
pi~ipk,

The SCM effort is ultimately rcspmuibk for dIe
rndal.lot-1, arbitmdon, ccmd.inalion And dcxumentat.icm of
afl fm d h LANSCE dtware d8Vd- cffti To
accanpl.ish this@, SCM must be dwcrughly integrated
with the MMlware development mathcdology and must
provide axtcndve rJppcm fcx mh ct.ageof b life cycle,
In the ●- of such high-level integradm and suppq
an SCM effort rapidly becomes isolate-d from the
rna.instrcam tithe pro@tmd tcm&tofOwsu ponmrmd+3nc
pfcrcedural maucra rather dun the fundarncmtal issues that
affect the ultimate quality and overall integrity of k
software system,

The LANSCE SCM philosophy postulates two basic
princlplcs: mdularhy and Information hiding. The
modularity pfincipk aascrls lhm all SCM activities can be
classlfld Intn eidw of Iwo general calcgories: ofmations
I.M arc fmforrnc-d most cffcxtivcly by human bclngs, and
tasks a[ which humans arc par[iculnrly inc[fcc[ivc.
Exnmplcs of Items in t-he first catcgm-y include all tasks
thuI Ixncfil from drc application of humnn knowledge und

judgcmcm, such as evaluations, a-s!swncnIs, reviews and
formulation of ~licy. Imms in k -end calcgory arc
oltcn mundane, ldious and/or rcpclitib’c in nature and

include sxh & as scarily and rcporl gcmralicm.

The etTcctivcncss of an SCM program in Adrcsing tic
Ia& in the flrsl Catcgcq’ Ultimalcly dclcrmirw.s the over-all
sr.wccss of WC program, whereas he cffcctivcncss with
which h pugrm deals wilh items in lhc accond category
cktcnnim dtc ovtis that arc impscd up the effm
k is dw failing of rr-wst SCM programs tha[ they ddrcss
k ~ calcgory (usually with funnc ml of autonaaticm)
to tic compk[e exclusion of lhc first. The LANSCE
philosophy. hawcver, establishes the human-intensive
aapcm of SCM as ~=mincn~ 1[ then strives to rc-ikc
h ovchcads impoad by the rcmutining tasks so au to
●void divert.ing pccicms human r’clwrc= fmdlcpfimary
SCM cffort-

Within the context of an SCM system, the information
hiding principle pslufates that software dcveloprncnl

pcracmncl shcmld rquire no knowkdge of the inlcnwl
w@inw of the SCM EyStCill. Convc.rdy, confi~on
management prsonncl, in particular the Configur8dcm
Managm, should require rm dctaikd knowledge of the
mchikx2.urc w intunab of the softwuc applicalkms being

-. Ck9.riy, if adwr of W C&scs :s Violamd, Lhc
C.ffecdvemss orb pcllomf invdvcd is diluted

Profound problems can develop as a result of vblating the
infcmmdcm hiding fn-incip4e and can Sc$ioualy threaten Lhc
Viability of the pro@L DcvclopeJ morale my dqmdc
dmsddly 8s a rudt of the ~ Lhatnwnial clerical
dut.k arc intruding upon the technical environment.
Fumhczmore, cmakluablc rcsia- may dcvebp within
the development community to m@ing ad maintaining
a level of proftckncy dc+atc to hucamct with the SCM
system.

on the Coilfigurdon rnanagcmca’lt ddc of the projcq the
major &ng& is that of fining the Ccnlfiguratioil MnnagPJ
to acquire guru stalus In ordc.r m perform the SCM
function. In this scenario, ha Configuration Manager
becomes M Im@aceabk merdnx of the lam. Only the
Configuration Manager has sufficient expertise to
Intcprmta, rebuild or even Iocatc particular softwm-c
com~wnts. TIM ~ of such a fragile dngk point of
fallurc in any misskm+ridcal system k intolerable.

llw LANSCE SCM system ha..!four distinct goals:

●

●

✎

●

to pfovi~ a sxurc environment for ccnificd
,s13hwarc,

to define a consislcm, hierarchic.m schcmc for
orgemizing all soflwarc componcn~s,

to aid in the verification, valido[l .m, and
Intcgmlion 0[ all sof~warc cornfmmm, and

to sup~rl Soflwarc murmgctw by documcn[ing
(IICcurrcnl slmc 0( lhc softwnrc projcc( a( nny
inslan[ in (imc,



ITIC LANSCE SCM systcm must provide security at two
ICVCIS:charrgc control and physical securi[y krr ccrlificd
baselines. Change control is k pfim~ responsibility of
he LANSCE CCB, as discussed in Ihc pcvious sccticm.
Physical security is ensured by dc~siling all ccrlificd
baselines within a data base and scvcrcly resrncting rums
thereto. In the LANSCE envircmrncn~ we arc using the
ClmrWc and Configuraticm Control (CCC) poduct from
Softool Ccwpcmti. Only the Confrguraticm Mamgcr has
wccss to this scam repository, calM k Configuration
Dam Base (CDB).

Ml software rclcascs from, or admisions to, the CDB
must ix p-eaul.lmimd by the CCB and arc @amcd by
Ihc CIJnfigluat.knl Manager. l-he rnd’lwlica of mrcleaw w
admission operation arc cxc-cutcd by sophisticskd
autcmlatcd ~luw that m+irc cssc.ntially m intmKticm
wirh developers w configuration rnanagcrncm pemmncl.
In this fashion, the prccmincnt role of lhc CCB is
rc.asserted, operational ovhcds arc minimixd, and the
infofinatioil hiding principle is S.aliSfiCd. COnacqrJcJNly,
I.hc rc4@crncnls of the classical COnf’lgulaticm Comrol
discipline mc satiafscd fully and in an qximal fashh.

Providing a hk.mrchical a~ ad rncaningftd labels
f~allcmflgmalion itcmslka int.krcalmof~clati
discipline of Configuration IdcntifcaI.ion. ApplyirIg lhc
modularity principle, it is cku that formulaticm m’ the
configum!icn idcnlificatkut dwanc rc=quircaappiicwkn of
human judgcrncnl and kmowkdge, but its applkatkm to tk
various cotilguratio~ items bcnefsu signif~anlly from
computer automation. Consequently, we devctc-d

signifrcam rcsnmxa dmirrg the dcaigrr ~ to MaU@h’rg
an appqriatc architecture for the CDB. TIE applicadon
of this architecture ICI the numc.rcms baselines rcaidcnt
within rlw CDB is @mrnc.d by autcmnalcd prcmxlurea. At
tic [imc each baseline is admimx! to the CDB, tic
prmdurcs afqmpriatdy mark and hkrarchiudly organize
txch KKKdiJ@y.

Traditionally, tic vcrifscat.ion, valicbuon, and intcgmtion
of delivered baselines is under the suspices of the
&mfigr.muion Auditing funct.km. The auppcrt pv-iti bY
the LANSCE systcm for aofiwa.re validation and

vaifkat.icm ia dkusscd in a pfcvioua paw. 7 lntcgrat.icm
support is provided by mrtcnnatcd facilities that pcdorm
mftwarc rcbdld and rcbadnc opmaticma. These facilltiea
provide an oxlrcrncly Iow-overhead and highly relhble
capability fm integrating ncw OTrnodiftcd software into W
LANSCE opwation.al environment.

The managcrncnt suppoft [unction has I.raditionally been
the rcspomibility of the Configuraticm StatM Accounting
cffoti Bczluw d the care that we exczcimd in defining tho
CDB architocturc, this aspcd If LIELANSCE systcm can
lx ccm@c&ly autanatcd. A so ‘Iwarc manager may rcqucm
rcpodfl that documcn virtually any aspxi of t.hc sof[ware
development projxl, including module s(alus, work in
progrrss, currcnl revision Icvcls, progress of work, and
wXivc lmmlirw

ARCHITECTURII OF TIIE AUTOMATED

PROCEDURES

The archi[mturc of k LANSCE SofIwarc Configurwion
Marragcmcm syskm is designed with security of the
ccrtificd software as the primaq focus. To that end, only
the titigunathr Manager hM =S to lhc corrfiguraticm
data W,lhc SCMpmxe&rcsfU’C&J~ toasgrcatan
cxlcnt as possible, and only one dcvclopcr is given
rcspmsibili[y t“m a dclivcrabk m its componcnrs. Using
the CCC data base M a single-user systcm grmtly
simplifies the maintcrwce of t.hc CDB and It4@l= less

overhead than a multi-user dam base. Automalicm of tic
SCM pcccxlurcs cormributcs to security by eliminating d’rc
ofqmtunity fcx i.dwaIcml errors ad reduces lhc IXX90CMl
ovti odw-wise required by manual ~urc.a. The
autcmatcd prxcdurcs arc exccutcd in tmtch mcdc, fu.rlhcr
reducing tie human interface. Assigning only one
ckvclcrpa rcqnmsibility fw a dchvaable @y irrawscs
the wmrity of ihc systcm by eliminating the passability of
mulripk cffons colliding during integration tcating or,
eva ~, when the delivcxabk is dmit.tcd into the CDB.
FCN further wcurity, we have isolated lhc functions of
aoftwarc dcvclofmWJIL taM d d- ~~t
(as shwn m Fig. 1) bd.tr to rcdwc Wrci.rintc.rwtkms ard
to inucasc dw visibility of W cmtributkma.

Tk Iimitaticm of CCC uscra greatly AH Lhc risk of
accidental corr@cm and impcovca the rcqcmse time of
data base aclivllica In xldition, it eliminates the
maintcnarw of pmtecticma fm varioud CCC u.sera. The
training ovc.dwd required to maintain acvcral persons
fk-nl in Oltf SCM procedures and in Ihc CCC product
irsclf b also eliminated. my the Crmtlguraticm Mmmqc.r
may start an SCM pmcedu.re and then only wilh *Jc
a~val of the CC13. Bccaw h proceclurc-s opc.rate in
batch mode, require minimal input, and automatically
mu tmrwacth lo@, LhCyrqtirc Ito titcxi~ by the
Conf@tion Managcx.

h an additmnd xmrity measure, w fuohibit software of
me dcliverabk frum being rckascd to mom than one
developer. thcfcby eliminating fic chance of conflicting
modifications or of accidcntly ovcwrhhg one act of
rncdifkationa with anahc-r. This aimplif’iea UM lncrface9
mtkdtoallppxt mhrcrckaacd adn-riaahfrmct.ha.
In the vtificat.icm phase of a software admiaaion functkm,
m uecrnmnc of he edmitting developer must agrw with
the uawnamc of k rc.ka dcvdopx. In a dware rchsc
flmctkm, u any modula m allady Ckkcd Old fw Uplatc
the remainckr may cmly be rclasul to the same ckvelopcr.
The deliverable is trc.atcd M a unit, increaalng the
reliability of integration test.ing and simplifying [he
tmkinR of software rcka.w and dmissicm opcmkma.

The mapr, iy of SCM poccdurm opcmtc on groups of files
thal can bc organized into lists. For example, in a
software rclc-asc from t.hc CDU, (how source files that
require modificn[ion arc crspicd [o lhc developer’s
envircmmcnt, the remaining sources arc compiled and
objcc[ film arc made available for linki~lg with the
modified routines, This pmcdurc is easily aummatcd by
mainrainin~ a Iis[ of those 171csrcqucstcd by the dcvclopcr



Fig. 1. ‘he LANSCE software system fllnaicd relationships.
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for modification, and a list of the related files that must be
compiled. The usc of file lists facilitates the automation
of all functions that can best be done by a computer by
specifying the entire set of files belonging to each
deliverable. With an appropriate organization of the
delivcxabl~ the gencxation of fde lists is simplified and
virumlly maintenancefree.

We have adopted the use of file lists to integrate and
automate the various functions of theLANSCE Software
Section. The file lists are organized by software
deliverable and contain only file names, not locations,
thereby allowing more general use. Being abk to specify
the entire M%of files by entering only the deliverable name
reduces the amount of in~eraction with the automated
procedures, thereby limiting the risk of omitted or
incorrectly specified fika. These file lists are the key
ekmeats that integrah the various diaeiptinesand pave the
way to simplifd aumation.

At LANSCE our file lists support the SCM functions, as
well as softwaredevelopment and testingoperations. Ilcy
are used primarily for transmitting files from one
environment to the nex4 and also fm the operations within
-h environment. The Configuration Manager ‘usesthe
deliverabka file lists, greatly reducing the data entry
required to perform the various SCM (@rations. Tttk

contributes to bwe ovorhead and increasesthe reliability
of the SCM procedures. The Configuration Manager need
only to specifythe Mlvtzable name, &vebpefs name, and
optional audit information to start an admission or release
procedure; the remainder of the process is totally
automated. TIE aoftw= developer uaeathe same file lists
for all compilation and linking activities and for
submitting the delivembie to the @t environment. This
integrateduaeofthefib lists ciirecUycontributes@mduce4
overhead and immased security by eliminating manual
procedures. Because they are routinely used by the
developer for compilation and linking, the file lists are

-lY guaranteed to be COmrJ.

% d eXeCUtib -(? Of a ddiV~bk, we have tkfiid
a Source File List (SFL) to list all of the routines that
make up that image (Fig. 2). The SFL lists all of the
source code files that make up an executabk image, and
any object library references required by the source cude.
Also included is the local environment (Include) file, if
any. Within the SFL an asterisk preceding a fde name
indicates that it is certikd and resides in the CQB, but is
checkedout to a developer for modif-. Such fiks are
deignated “modified.” Two asterisksindicate that the file
hasnever been certified and does not miaidein the CDB: it
is newly developed (new). These indicators are used
extensively by all macros and command procedures to
ckterrninewhich files are to be manipulated and where they
ale bcated.

The SFL is usd in compiling and linking the image, as
well as in transferring the source files from development
through test,onto the CDB, m! &k to development. By
specifying the SFL name to our compilation tool, either
all routines or only the new and modified routines are
compiled, depending on the pmencc of command qualifiem

and indicators within the SFL. The SFL name is then
given to the linking tool and the objwt files are
automatically linked together. In this way, the software
developer maintains the St% in a very natural way during
unit testing, with little or no efforL and it is verified by
the linking processwith immediate feedback. The SFL is
used again after unit testing by the formal test and the
SCM functions to compile and link the dclivmable in their
n?.spectivearcm.

The Ancillary File Lsst (AFL) lists those files associated
with the delivcxable that are not listed in the SFLS,
including documentation files, test data files, batch
command files, and the SFLS themselves. These are
&signated ancillary files because they are not directly
related to the software progmms asarethe aourcefileao
~_-etiti-e=ti&hv*le-e,wby
providing the deliverable name as input to an automated
procedure, all files associated with a the delivemble are
madeavailabk tothatprocdure. lhe AFLthemforeisthe
primary input to all fde transfer functions whcmevw the
deliverable moves among the software development,
testing, and CDB cnvironmenta. In addition, the AFL is
used for rebuild and rcbaseline opemtions, thereby
providing a concise list of all required fdenames. Tle
lname$3withintheAFLeanbeidmifiedaainthesFLwith
one, two, or no asterisks indicating whether the fdc is
modifkd, new, or old. Aa for the SFL, the AFL is
maintained by the developer mapmaibk for thedeliverable,
in a natural way, during devekpmeaL

The Configuration Data Base

The LANSCE configuration database is designed to
facilitate the ●utomation of a majority of the SCM
funetienaand toledllecthe amount efdataeJmyrec@redto
mn the automated procedures. Both of ~~esc goals
contribute to increased reliability for the entire system.
We have selected the Softool CCC database to be the
central qository for our cerdfkd aoftw- m becauseof the
security and automation featuma it supports. The CDB is
hierarchically organized, as shown in Fig. 3 md 4.
Deprmdeney information is retained in the hieramhy and a
configuration naming system is incqmm@ to satisfy our
cO@mtkm identifiential leqlliremlts.

The LANSCE SCM system employs mdy ow CCC data
base in which all certified software resides. Although this
architecture probably results in some degradation of
inn-time performance, it signifwtly reduces the overall
operational overheads, By retaining all certified
ififormatmn“ in a single database, dependencka between the
various software system are simply representedwithin the
data base structuns, mther than in the soflware, as would
be the case for a multiple data base approach.
Furthermore, the necessity to communicate between
separate data bases during routine SCM operations is
eliminated completely. As a final bonus, it is not
: a.cssafy to maintain multip’e copies of the CCC macros
that perform the various data baseautomation functions.

The hierarchy of the LANSCE CDB begins at the CCC
system (/SYS) level, At this level we define the principal
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THE 1.ANSCE SCM PROCEDURESLANSCE software subsystems including environments
(global Include files), Iibrary-msident utility modules.
Sofhwuetool% anddataacquisition pmgmms.

The archhccture of the data We automatically specifiesthe
&pendency relationships between the various structtuea
within the CDB. At the highest kvel, each system
contains a fti called SYSTEM/NEXT that points to the
next systcmin a deacmding mder. Thii fde is @ during
rebtdld and rebaseline qmtions to indicate the order of
precedence of the various software subsystems. For
exampk, the global environments, upon which most of
the utilities, took, and applications software depemL are
~pikd first in 8 cOtllpk rebuild opcfation. Next the
procedure looks at the sYSllW/NExT file in ENV,3YS
to dclemine the next subsystem to be rebuilt. Tlmt file
points EOa utilities subsystem,HEAP_LIB/SYS.

Every eettMedtklivezabk maidesina CCCcudiguratkut
(/CON) data mucture of the same name. This allows the
autr mated procedures to easily locate the proper CCC
struc~= for any tie facilitating all-oft and
cadwcingthe-and rcliabiityofthe~ Ordy
the cumentcm@uaMmfauxh &liveraMehas thesame
nameasthedelivcxablq oldcrveraions arenamedvviththe
deliverable name md ● suffix. ‘Ilw parent sya@mname of
cachdclivcmMei satorcdint heAFt,directlya ccusibkby
till SCM ~

The (XC ccmfiguratkn for each deliverable is partitioned
into two CCC module (/MOD) data structure, named
ANCXLLARY/MOD and CODwOD, as shown in Fig.
4. Tile ANCUARYmoduk eontainsau of theaneillary
fi!ea associatedwith the delivaable. llM CODE module
containsa subtxdinae CCC modb. (/MOD) data structttre
for each of the SFLS that compose the delivaable. TIM
name of each such subordinate module ia identical 10 that
of the emeapmd “ng SFL. Each contains the cettiftcd
sourcecode modules tefemnced by the SFL, as well as rhe
binary executableimage (load moduk) built thaefmm.

Within the confiion for each deliverable, we maintain
not only sourcefh, but objects, executabka and listings
as well. Not all of these files requite tlm same level of
maintenance within the CDB. For example, some files
suchas sourcecode listings and objset moduks are easily
regenerated so only the most recent version need be
maimained. Other files require that a history of their
evo’ution be mintaincd in case meovcry of an earlier
vemion is zequired. The level of maintenance ia specified
in CCC by the structure traits: ARCHIVE, GIX)BAL, and
I-X3(’4L. oldytheaowCecode andsekcteddiagnOstk fiks
are given the ARCHIVE and GLOBAL traits, thereby
maintaining a single original version fm -h such file and
an audit trail of diikencea for each update. Fika with the
ARCHIVE and GLOBAL traits include the command
language definitions, the module aoutves, environment
(Include file) soumes, linkage maps, test scripts, test data
files, and test log filw. The remaining files am defined
with the LOCAL and NOARCHIVE traits.

The LANSCE SCM atitomated tools and procedures
support all aspects of classic software configuration
management. The structureof the CDB and the design of
the applications software directly support the
Configuration Identification and Configuration Status
Accounting functions by their i~-hkd and strictly
modular nature. ltte Ccntigumtion Conttd function ia
cmforcedby the software admissionand releasepmcedurca,
which verify the status of the certified sotlwsre before
performing any transfer actions. Our rebaseline and
configuration reporting procedures suppcm the
Configuration Auditing function. All automated
pmcedma m implemented with modular, ge-’al-pwpo=
CCCdata strtWttre mscros(/DSMs) andhostcommand
pmcedms. llese msmcmineqmae apolicyofsbiet
modularity to ensure high reliability and ease of
maintetumce. Bccauae theyarc genexalpurpo5e, theyean
kreuaedasneede4 thcxebyfurthc%reducing lmlintemance
efforts. Our SCM pocedurea am highly automated to
reduce the oppontmity for intiuducing emra in the CDB
and to reduce the Ovwbeada inhetwtt in these repetitive

Whmacroandeomnmd WXedmiadocumented atthe
same kvel as the applications software routines, with a
ha! x tempkte describing the purpse, interfacca, global
wo local data structures, functional tksdptiolt and
pseudocode. Thii documentation ia tka@ed to improve
communicationefficicmcyamong &signm d (k-
butaincethc ~mdeommmtd p13ccdtuc3me executed
by a command inteqmter, their execution effickncy ia
degraded. Forthisresaon, weczeatean execution version
for each CCC macro by extracting ordy the executabk
CCC statements from the documented version. The
documented vemion is thcrefom availablefor maintenance
orpauaal, butonly tke~version isexecuted.

The LANSCE macros make extensive use of the CCC
HOST Facility for interacting with the VMS eavironmen~
We use the HOST hicitity for compiling and linking
deliverabka at admiasion or release time and for rebuild
operations, as weli as for sending electronic mail to
affected parties at the cmclusion of an SCM trans@ion.

Most of the automated SCM procedures execute in batch
mode, theteby opelating at a lower prkxity than intcrAve
users, and fredng the invoking tcmninal for concwrent
interactive proceaaing. All produce a transaction kg that

issent by ekcuonic mad to the Configuration Manager
and to the responsible developer upon completion of VW
dcsin?dlmion.

Fundamental to all of the automated SCM procdurca are
themacrOs thatparse the AFLsand SFLamdthe macros
that verify the current status of specified fiks resident in
the CDB. TIK AFIJSFL parsers determine the status of
esch file in the list by interpreting the identified that
precede each list entry. The verification macros
automatically check that a specified file has the required
import or export status. These basic macros are used by
all SCM procedures. In addition, the AFL/SFL parsersare
employed to streamline the automated softwsm testing.



That tkw simple rnacms support such a large number of
client mum and functions is dw to our delioe-mte
efhts to dcaign a system t.hm is ccmsuuctcd of small,

rrmfuhr, rcuscabk lmitd~~g Nab&.

l%e softwareadmssicm pmxdum is dtxignui to validate
omakally d deliverable prim to xfrnissicm into the

%B. hislistdrival fronlihe AFLand&!7.mxiaed sFLs
andmsuc.h rcqutimdy tbcdcliwxabk namctolomtc,
validate, d lnnsf~ all of the fik ~iatcd wilh the
deliverable. The proccdurc is batch-oriented so the
Conf_ Manager a quwc muhipb admkkms and
Iwltrnmodlcr m.ivitics w’hikthcdnk-ionsarc pressed
in the kkground. The role of the develqw in this
~islrhimal .rcqldrin ga’dytha tsdtwmtating be
completed and that k irnplemcmation baseline be
albcnittcd to the CcB fa review.

~-tit-SmMh.iSSbC@Cby
wcuting tk dmisaion ~ and supplying the ~
WItlshena mcofthcdc livcrabbto bcadrnittcdandthc
nmeofthc cb~towbucn itisatrrcmtly rcti lf
●cutflgmatkm &MrMMalready exist irttk CDBfcrtlw
ckliw.rabk? tbc Ccmfigurad’crn Mlnagc# is pmtrlpted to
WXi.fythcdcl.lvembk name, tkebytl’apph gspell.il?gand

~ti~. ‘l?tc Ccmfigtmtkm Mm%agmiatbc.11
pmmptcd to enb clmge refcmcc infcwmakm tlut ia to
bcammAtcd Wtlhdwcxlrtutt drnisshl. Tkufter, the
rwnsimkofthc ~--~ ‘ ly
in bK@rmmdmock.

Lfa@crctrtiklvc rsionofthede livcrabkakdyexista
in tlM CDB, tlM admticm procdure vcrifica that dw
uscmmme of the developcl alwcatd with the Curralt
aubmiaaktil CnatCkl the UaqrMM80f thcckvelof.h%to
WhUn the release was rna(ko and A rncdilld files are
verified to Cnsurc thal they arc currently Cxpcrmd for
upd.aic. m mftwarc is then rebuilt in an iaolaud !MW
directmy to ataure that it corrtpila anti links with the
Cutifkd envlralma u (IrKIuck fda) ad object librarie%
If any of w Verification steps faila, the submission i.1
rc@taland adetaikd rccomlof theaJbminaion ia~~by
C.kctrcmk mail to the C4ntfigtlmtkm Manager.

Aftatbvdfkmon “ Stcpa, the fiksidendftcdi nthum
d SFb aa rum or modifkd are ●utcmmtlcdy Impxtd
l%a ckl.iverable images are till and the opermkd
badirm u automatwa‘ Iiy integrated into the LANSCE
environment, Upon completion, Lhc Ccmfiguratkm
Manager mtd raapsibfe developer are m.ttormtically
nodfbd ofdm m of the admission by dWtKhC mail.

[n tha evcml that a configuratkm does rtcn alrdy exist in
the CDB h tlw deliverable bdng submit&d, the dndsaiar
procedure automatically names snd Inserts ● CCC
conflgtuat.icm for the dellvcrable, As pan of the procw,
the suhdirute ANCfLLARY ad CODE rntxfuk f./MOD)

dam auuctura arc cr@e4 & CODE module Is SUMivlded
into aubordinatc /MODs fm each SFL in the submission,
andrha-tetraitn arcwlqlb a.wx.flqxlrt tlleexpcctlxl
file types, Ihc admission procedure then continues in
Mch uwk MScksxibod above,

In this manner the role mechanical aspwt.s of the
Configuration Identification function arc pcrforrncd
autornadcafly. A&my and compktcaless are guaranteed.
Furrkmnac, this fcsturc ~implifics the intcgmrion of h
SCM system into a pre-existing project- RatJIcr than
being forced to manually configure tie CDB for
~=xisting cc.rtificd software, the CDB is autornatidly
configuml as the software is loaded into iL This fcmure
signif-tly rwhxes the pcmonnel ovc.rhad incurred in
implementing the SCM system for an cxi.wing project
such as ours.

The software release proccdurc pamllels the software
admission pocc-ss in tit Lhcrc are vcriik.atkms, act-ions,
and dmumentation of the actions. To request
CDB-qqxcwcd fdes, a dcvebopez need only identify with
asterisks dw ~ Uttrics inthcccmspcd “ng AFL
and Sll@). This eliminam Lhc need fw tedious, mor-
pro4Wdwacntry tasbtoi41edfy thcreJqttircd tMduk4and
calharm thcrcliability ofthcprocas lledevelop Lhul
sends an ekctronic rnaif message (to the COnfigufation
M&nagW)tllM idcatcswhu’c chc-AFlarbdsFL(s)
m~TIMaarnc prcmdurcisuacd bythcckvekqm
whclhcx it is the fm chcckatt of aoftwarc for the
delivcxabk or a aukqucmt release. TIIC Gt@tradon

_rmti*~wd~ itwith
the dCVt@CfS name and the ftdl sfd.fiicm of the
Ititi A&thiSJlt@W& h” blfi--

rnaycmmcrupdatcpe l.imlimrychartgc infcmmlkntth atis
stmdinthc CDBuntilthc w#twamisrc &d.rnittal

lkt’cbucpmedlme waifiathctlmmmmc Oifdlleckvclop
requadng the files as being the aarrla as lhat of the

-* ~x, if any cmqmmrW of the rklivcmbbe
W’calrcdyrdcaacd mfda WtuXmnamcsamtiin
the AFL and SFIJS) arc exprxted lc Lhe developer’s
directory. Unmarked files are exported to a holding
ditmctmy and compiled using the HOST Facility. The
raulting cdficd object modula are then rrtde available
10 the devefcqw for unit testing. The aclioN are

documontc.d in a transaction log that is aant 10 the
Cd@r&ln Malaaga d dcvdopcz .iu Ckctrcmic n-si.1,
Utllucxmclusicmof tkrekaaepmccchm

Our aoftwarc -Ik fxility fwmita t!! C4mf@on

-r, wih the apprcwal of the CCB, to amrcrl b
bvcl of dc.mif nuintahd within the CDB fw mt individtml
deliverable (m ccnnfxmrtt thar@), ● eoftwara utbsycw.m,
m the cntim LANSCE mftwwa ayu8rrt. _ng upm
the level in dw CDB from which it in invoked, it
automatically combines all vemicms of ali archivti files
into a single vcxs.ion fm ~h. If a configurd.on _
dala sUwXtrc is within the .wqw of the rcbadine, ● rww
cd@mlkm h created to fu)ld the llCW ba=!ina

‘IIwE features prnit the CCB and Catfqpraticm Manager
to define a saics of mapr and minor releases of the
LANSCE system and subsystem and to control the Ievcl
of demil mainmirwd at =h Icvel, This has k effect of
logically partitioning the CDB even further and vastly
Simp!iftcs Ihc ma.naguncnt of the pmjccL



This approxh benefits signifwamly from dw consislcnL
hierarchic-al organtiicm of the CDB, For example, a
major rekasc may bc associaud with each software
subsystem (/SYS). Minor rcbascs may ix defined -17x
individual delivcrabks WON) and uplatc rckascs for
individual cmqmnents within ● pmliarlar dcfivmble. W
such, UpChtC r?bx!! IIMY bc trsckd Wfidy through the
file archiving mdurtisrn and change information. &h
minor relcs~ could correspond to a new daughta
mnf@on for the cklivcrak ml n fonh.

Ur&r ttis apfwcdI, wk.n a rww mi.rm rclmc is planned,
a new daughwr confrguralion is inserted for tie
cmcqcdng dc.livaabll%dpwkltlslqxkr’c kawaarc
Unnbincd to fcmn 8 8ing1eUniflcd Im*lk from which to
build the new *. (lm.sequcnr.fy, uplatc rclemcs arc
ally maintaid fm d’lcITKXuml nlinm rck.asc.

The rc.basli.nc fdlity ~vida h wmmatcd - f~
O~~tiCMIS such M thcac. It allows lhc CCB and
configuraLimManageltocbckkwhatislhCappo@te
kvc.fof &tail to maintain at -h level of the CDB. An
such, usclcm m obdetc inforndcm may be climinm4
lhcreby mcmdulm““gthnopmfkm of the SCMays@m, yat

tc tics of dnw+c-ndmt tmsclinca in stilt

A rckchnc opralicm may be initiated al any Ievcl in the
CDB hierarchy, so LhJl all Wructurcs at and fX?lOW tiat
level are rebasclincd, The rebascline procedure
appropriately updates the vcraion number fifes al the
Database, System, and Configuration levels. The

rcbasclihw prcxdurc initiates a ckpendcmcy-mediati
aoftwarc rebuild beginning at dm 10VCI at which the
rchsclinc s.tmed. Finally, as in all mmmmtcd SCM
@urns, a ~tion fog in tit to b Ccmflguradon
Manager via ckcucmic mail &tailing tfw &xicms ~ w
takcw

l%e software rebuild f~ility h poviti to s- in a
highly Wcxmtcd h,silkm, dqmkmcy-mcdMc4? rchdkl and
rcintcgralion of afl or pan of the LANSCE aoftwarc
syswm. All dcpcncbncy.medialed axecution control
systems, swh an (XC BUILD, UNIX make, and DEC
CMS/MMS, require at inpu~ flka of dqandancies and
asmYWcdmtkm9 b3baxeKalWlwkdle ~~
violatd. W fib mu be ~vided by mne extarnal
entity, gomally a permn, and must prfmm mrcaly in
evarAm@ng UArmmOW.

Unfommately, except in tha most trivial can, the
cnvironmcma aro exceedingly too ccnnpkx, and fu too
dynamic fcu a human being to be abk to idemify the
depandenclot effectively. Consequently, manually
mainmined dependency fika ue gonorally frnught with
crrora, omissions, and inconsisterKie4, In the hi cose,
(hem discrcpancicn rcwdt m overt errors when the
dcpcdcmy file is executed In h wcnl W, I.hQyc.mm
Insidlcws, hickkn probl~ma tit may cormpt ho mftwarc
systcm and remain undiscovered for oxtcndd periods 0[
urnc, Dcding wiih such Problems, when they (maliy
surf=c, can be an cxpmslve, IAmc-cmmming proc-custhat
,scriously Ihrc.alcns the viability of dw projoc~

The LANSCE r-c-build facility i t unique in irs appoach to
Ihc CKd-hll Of dependency fibs. II Utilti the soflw’arc
AFLs and SFQ as wcfl as information cmbcddcd in Ihc
hicrarchicaf XrlKmrcof the CDB, to gcrlemtc automakally
an apppl-k dcpmdcrlcy file. rh& takes the gwsswti
out of dqerdcncy gcmwadcm and guaran- =uracy and
correctness. Consquemly we can usc the system
comfbdcnlly, murcd of the fact h wc arc no4jcqiardizing
the integrity of m pro@t wi~ a tool that is intcndc.d Lo
Samlirw it9 opcxatkm.

The softmrt rcbuila proccdurc is highly autonuucd and
&pcmklcv-mcdiaud. 11is hkarchicaf and can bc initiated
beginning anywhere in lhc CDE1. It operaka in either of
two mcxic-s:germtkm of a rebuild msp, thereby -piling
a list of rquircd nhild ~uans; a gcmeraticm of he
rebuild map followed awornati=lly by its execution.
When lhc rebuild operation is ~formcd, compiled
cnvircmrncrrts, object librari~ and imagca arc rccrutd
tmsed upcm their intc.r-@m&.ncks, and the ~
syslcm is updated accdingly. flw rebuild map Spccifm,
in squcncc, ad reqtured rebuild qwalkms. It may b
cxccuud ammdcall y by W rdnlikl fxility, M sfhzifid
above, w it may IM raaind and its exccuticm initiated
manually ●t ● Iatcr drnc. In the automatic mcrdc, ad
mtkmsarc docurncnted ada~tiorr bogiswmttotk
Configuration Manager ●t the concluriar of lhc rebuild
Cyck.

Far rcpcrling the sutc of lhc applicalkxr dtm~, W
mftwarc Culfig’lmtion re.pdng pwcdura lists h Currwlt
uofallmdcc tcdwruc~lmacdcm the CDBbval
from which it is invoked. Thin pocedure can list tlmc
mm b arc Crlmmly checked out fm mcdfkda,
clKckedau byapdcular #MtWae&#40per, muYwd-bom
atructuca with a gin crmrga rekcnoe, m it can pcwirb a
summ~ of alf versioru ofamrcturw dead by bevel m
name, This pocdura alm crcatm tho atmve rqxwts in
brief m expanded format, whtm the OXpMCkCf format
includca tic cfunge rafcrcnca and description for each
rqmrtcd smcutmo

Results ●nd Conclusions

‘nM LANsa Sdtware ccmf@lrmkm rmqpmenl ayatan
isdeaiglwd andopdmmfmourw alvironrrm~butia
gccla!ly appkabk K) any project fw which Ihorougll and
comprehensive SCM is a rquirarnent. It providca
exumive mmxnatcd suppm tit virlually eliminams rhe
lcdious, dmc--consuming, and c.rrcw.prom o~licma that
characterize manual or semi -au[omaled SCM
mchdologics Concurrently, It allows po&l pcracmncl
to mlintdn the integrity of their software systems al a
much hlgha ICVCI dun is odtcrwi.M poasibb,

Rcgardkss O( lho functionality inherent in our syskm, it
mual hc recognized lhat no automated aof[warc
configuration msnagcmcn[ cl~vlronmcnt can stand
completely on (1s own, Al beat, such 100Is only
supplcmcn[ Ihe primary SCM functlrm I.M, sadly (or



happily!) r.msl Wl lx pcrfomcd by people. To succeed at
software confim.rration management, automation is
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importang but ‘k primary commitment must still be

mai!e by human beings. Tc fail in accepting this his work wt.s performed under h auspices of the U. S.

rcqmnsibility is to sxfi= your ~wo@l 10 CXPMI-Y. ~nl of Enagy, h Alamos National Idcmtcuy,

‘Ihc LANSCE softwareccmfigurahn management system
waa designed m relieve a small software project of tie
daunting burdens ttmt accrue from implementing a
comprehensive program of software configuration
numgenm~ We have km successful in meeting his

@. On furllu rc.fktion, howcvti, il scans cfcar that its
appltir.iur can have a positive effect on any projecg
regardless of size. By eliminating tie vast majmily of

rote, lodioua and brutally boring ofmticms that oUlawisc
roqu.irc thcattmkmofp ojcctmipati~w W
only improves cm cffiiie~v, but actually excm a
humanizing influence cm the mtirc ~. ArKI afux alf,
isn’t W what the Compute Rcvoluricm is all almul?
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